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Why Diversity?

Cases that are similar to the target query also tend 
to be very similar to each other
Need for recommender systems to offer a more 
diverse choice of alternatives
Need for more diversity conscious approach is 
hi hli h d b h i d d hhighlighted by the growing trend towards the use 
of internet-enabled mobile phones, with screen 
size capable of displaying only a fewsize capable of displaying only a few 
recommendations



Standard Retrieval Set (SRS)

The set of cases that are retrieved and 
presented as alternatives to the user ispresented as alternatives to the user is 
known as the retrieval set

In a typical recommender system, the 
standard retrieval set (SRS) for a targetstandard retrieval set (SRS) for a target 
query consists of the k cases that are  that 
are most similar to the target queryare most similar to the target query



Measures of Similarity and Diversity
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Increasing Diversity

The process of constructing a retrieval set for a 
given query that is more diverse than the SRS for g q y
that query is know as diversification.

Select next case C such that its relative diversity
w.r.t. R = {C1, C2, … Cn) is the highest.
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Query Example Case Library
Case beds Style Rec Loc SimMF SRS BG DCR-1

S l t dNo. = 4
y

= det = A
MF

29 4 det 2 A 1.00 1 1 1

Selected

5 4 det 2 A 1.00 1 0 1
48 2 det 2 A 0.67 1 1 1
40 3 d t 2 A 0 67 1 1 040 3 det 2 A 0.67 1 1 0
38 3 det 1 A 0.67 1 0 0
31 4 sem 2 A 0 67 0 0 131 4 sem 2 A 0.67 0 0 1
16 4 det 1 C 0.67 0 1 1
8 4 sem 2 A 0 67 0 0 08 4 sem 2 A 0.67 0 0 0
50 4 sem 2 D 0.33 0 1 0
49 2 det 2 C 0.33 0 0 049 2 det 2 C 0.33 0 0 0

Similarity:

Diversity:

0.80 0.67 0.80
0.26 0.60 0.40



Example (contd..)
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BG has increased diversity from 0.26 to 0.60. However, 
the increase in diversity (0.34) is much greater than thethe increase in diversity (0.34) is much greater than the 
corresponding loss in similarity (0.13).



Diversity 1 – Bounded Random Selection

t: target query, C: case-base, k: # results, b: bound

define BoundedRandomSelection (t, C, k, b)

begin

C⏐=bk cases in C that are most similar to t

R=k random cases from C⏐

return R

end Retrieve b times more casesend Retrieve b times more cases
Choose k from them randomly



Quality Metricscandidate

Quality(t,c,R) = Similarity(t,c) ∗ RelDiversity(c,R)

RelDiversity (c,R) = 1 if R = {};
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Quality(t,c,R)=(1- α) ∗ Similarity(t,c)+α ∗ RelDiversity(c,R)
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Diversity 2 – Greedy Selection

define GreedySelection (t,C,k)

beginbegin

R={}

F i 1 kFor i = 1 to k

Sort C by Quality(t,c,R) for each c in C

R=R + First (C)

C=C – First (C)

EndFor

return R
In practice one will not sort…

e u

end



Diversity 3 – Bounded Greedy Selection

define BoundedGreedySelection (t,C,k)

BeginBegin

C⏐ = bk cases in C that are most similar to t

R={}R {}

For i = 1 to k

Sort C⏐ by Quality(t,c,R) for each c in C⏐y Q y( )

R=R + First (C⏐)

C⏐ =C⏐– First (C⏐)

EndFor

return R

end



Similarity-Preserving Diversification (DCR-1)
The process of constructing a retrieval set that is 
more diverse than SRS for a given query but no 
less similar is known as similarity preservingless similar is known as similarity-preserving
diversification
Maximally-similar retrieval setMaximally similar retrieval set

A retrieval set of the same size as of the SRS is 
maximally similar to the target query if it has the same 
average similarity to the target query as the SRSaverage similarity to the target query as the SRS

Similarity layers
A target query Q partitions the case library into subsetsA target query Q partitions the case library into subsets 
L1,L2, …., Ln such that, for 1≤ i≤ n-1,all cases in Li are 
equally similar to Q, and more similar to Q than any 
case in Li+1. We refer to L1,L2, …., L as the similaritycase in Li+1. We refer to L1,L2, …., Ln as the similarity 
layers associated with Q.



Example of Similarity LayersExample of Similarity Layers

L1
SRS for k=5

1

L2 

L3

Theorem 1. A maximally-similar retrieval set for a given query can 
differ from their SRS only in the cases it includes from the lowestdiffer from their SRS only in the cases it includes from the lowest 
similarity layer that contributes to the SRS.



Maximizing Diversity
algorithm MaxD(Initial, RetrievalSet, Candidates, k)

begin

RetrievalSet ← Initial

while ⏐RetrievalSet⏐ < k do

Without any concern 
for Similarity!

while ⏐RetrievalSet⏐ < k do

begin

Cbest ← first(Candidates)

Dmax ← relative_diversity(Cbest,RetrievalSet)

for all C ∈ Candidates do

if relative_diversity(C,RetrievalSet) > Dmax

then begin

Cbest ← C

D ← relative diversity(C RetrievalSet)Dmax ← relative_diversity(C,RetrievalSet)

end

RetrievalSet ← {Cbest} ∪ RetrievalSet

Candidates ← Candidates - {Cbest}

end

end



DCR-1 Algorithm

1. Given target query Q and required size k for retrieval set, 
it constructs SRSit constructs SRS

2. Identifies the lowest similarity layer Lx

3. Let C be the case that is most similar to the target3. Let Cmax be the case that is most similar to the target 
query

4. Calls MaxD with an initial retrieval set and a set of 
did h d d h hcandidate cases that depend on whether Cmax ∈ Lx

5. If Cmax ∈ Lx, Initial←{Cmax} and Candidates←Lx-{Cmax}
6 If C ∉ L Initial←all cases in the layers above L6. If Cmax ∉ Lx, Initial←all cases in the layers above Lx

(including Cmax) and Candidates←Lx



DCR-1 Algorithm

DCR-1’s ability to increase diversity without loss 
f i il i d d h d l i i il iof similarity depends on the underlying similarity 

measure
With fi i d i il it (thWith a more fine-grained similarity measure (than 
SimMF), opportunities for similarity-preserving 
diversification are likely to occur less frequentlydiversification are likely to occur less frequently
A reasonable strategy would be to round off the 
similarity values produced by a fine-grainedsimilarity values produced by a fine grained 
similarity measure



Similarity-Protected Diversification (DCR-2)

Offers a compromise between the extremes of 
• insisting that similarity is fully preserved and 
• tolerating arbitrary loses in similarity

Objective is  to construct a retrieval set that is 
more diverse than the SRS 
Ensures that the loss of similarity is less than a 
predefined threshold value
U ti f Si il it i lUses a notion of Similarity intervals



Similarity Intervals

Assume that the similarity measure Sim on which 
retrieval is based is such that 0<Sim(c,Q)<1 for 
any case c and target query Qany case c and target query Q.
Given a positive integer r, a target query Q 
partitions the set of cases with non-zero similaritypartitions the set of cases with non zero similarity 
into similarity intervals I1,I2,.., Ir of width α =1/r. 
that is, for 1≤ n ≤ r,

In={c:1-nα < Sim(c,Q) < 1-(n-1)α }

1-2α 1-3α1-α1

I1
I2 I3

SRS for k=5



DCR-2 Algorithm
1. Given target query Q and required size k for 

retrieval set, it constructs SRS
2 Id ifi h i h i il i i l l I2. Identifies the rightmost similarity interval layer Ix
3. Let Cmax be the case that is most similar to the target 

queryquery
4. Calls MaxD with an initial retrieval set and a set of 

candidate cases that depend on whether Cmax∈ Ixp max x
5. If Cmax ∈ Ix, Initial←{Cmax} and Candidates←Ix-

{Cmax}
6. If Cmax ∉ Ix, Initial←all cases in the similarity 

intervals left to Ix (including Cmax) and 
Candidates←ICandidates←Ix



Theorems Related to DCR-2
Th 2 I DCR 2 h l f l lTheorem2. In DCR-2, the loss of average similarity relative to 
the SRS is always less than  α, the width of the similarity 
intervals on which retrieval is based.

Proof. Let S be the average similarity of the cases in the 
similarity intervals, if any, to the left of Ix.Let s1,s2,..,sm and 
s⏐

1,s⏐
2,…,s⏐

m be the similarities of the cases form Ix that 
contribute to SRS and DCR-2.
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Theorem3. In a recommender with SimMF as the similarityTheorem3. In a recommender with SimMF as the similarity 
measure, DCR-1 is equivalent to DCR-2 with  α=1/r, where r 
is the number of case attributes on which retrieval is based.



DCR-2 Algorithm

DCR-2 limits the impact of diversification on 
average similarity using the above strategy
An easier way to achieve this would be to insist on 
a minimum level of similarity to the target query 
among the retrieved cases
O li i i f hi h i h d diOne limitation of this approach is that depending 
on the required level of similarity, there may not 
be enough eligible cases to fill the retrieval setbe enough eligible cases to fill the retrieval set



Experimental Results (DCR-1)



Experimental Results (DCR-1)



Experimental Results (DCR-2)



Experimental Results (DCR-2)



Experimental Results (DCR-2)

Relative benefit is the increase in diversity relative to SRS divided 
by the decrease in similarity



Conclusions

Increasing diversity at the expense of 
i il i l b blsimilarity may not always be acceptable

DCR-1 attempts to increase 
recommendation diversity while ensuring 
that similarity is fully preserved.
DCR-2 ensures that the loss of similarity is 
less than a predefined threshold valuep
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